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ABSTRACT Travelling is one of the biggest problems faced by the visually impaired community in their day today life. Even though the visually
impaired people have their own methods for travelling such as with the aid of white canes and guide dogs, those traditional methods have lot
of difficulties and i ssues. Because of those i ssues, researches has paid attention to develop assistive technologies which can help the visually
impaired community for their day today travelling. Although the assistant technologies are developed in the past decades, the visually impaired
community faces a lot of issues when using them because of the Disability Digital Devide. As a result of this, number of systems and technologies have
been introduced to the word. Those systems use different technologies like vision modules, sensors and GIS maps but most of those systems are vision-
based and they use different approaches to develop their vision modules such as deep learning, reinforcement learning, stereo imaging, enhanced
image processing techniques, etc. So in this paper, we will focus on those vision-based systems to find the optimal way of developing a vison-based
assistant system for visually impaired people by studying those technologies and by comparing and contrasting those technologies while understanding
their used modules algorithms, efficiency, usability, functionalities and their advantages and disadvantages.

INDEX TERMS: Computer Vision, Deep Learning, Smart Wearable.

I INTRODUCTION impaired people because most of the technological devices
like computers and mobile phones are vision-based operat-

With the help of the development of new technologies, the ing devices. Nowadays most of the assistive technologies
world is focusing on using assistive technologies to help are widely used in smartphones but visually impaired
people with disabilities to accomplish their daily tasks people face different kind of problems using smartphones
easier and more efficiently in work, education, commu- such as it is hard to perform specific touchscreen gestures,
nication, traveling, entertainment and other day-to-day unawareness of supported gestures in current app, getting
activities. These new technologies and devices have helped lost while using an app and having no way to correct it,
to enhance the quality of the lives of differently-abled Unable to scroll through lists, slow screen reader, lack of
people in many ways. Among those, assistive technologies knowledge about the meaning of specific sounds, slow
that improve the mobility of blind or visually impaired text input, changing the written text is hard, unable to find
persons were given specific attention. the desired option, etc.[2] Also voice commanding and
audio feedbacks have issues like difficulty of recognizing

Vision is considered as one of the most used and audio feedback and commands in noisy surroundings,

powerful sensing method human have. According to World The acogstic ff.:edbac.ks are not enoygh to'gi've relevant
Health Organization around 220 million people worldwide —information, using voice commands in public is not good

have a visual impairment. Among them, 40 million are ~for visually impaired person’s privacy.[3] Even in computer
blind and 180 million have low vision.[1] and web related applications, there are usability issues for

visually impaired peoples such as they cannot interact with
software interfaces, can’t navigate from keyboard arrow

Although the new technology makes our life much
keys, screen reading software compatibility issues, etc.[4]

easier, there is still a divide between those who are not
differently-abled and those who are differently-abled to use
those technologies. This gap is known as Disability Digital Because of those described problems, researchers tried
Divide. This gap becomes larger when it comes to visually to develop assistive wearable devices which is specially
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design to give high usability to the visually impaired
people. Among this devices, navigation and travelling as-
sistant devices take a major place because travelling is one
of the major problems facing by the visually impaired com-
munity. Generally, a Vision-Based Obstacle Avoiding Sys-
tem has three major components named Vision Input Mod-
ule, The Processing Modules and the Feedback Module.

Environment

Vision Input Module

Processing Modules

Feedback Module

Visually Impaired User

Figure 1. Flow of the process
Source: Author

he vision input module basically takes data from the
environments as sequence of image frames or as sensory
readings and inputs to the processing module. To take
image frames as inputs, these systems use monocular
cameras, stereo cameras and vision-related sensors like
the Kinect sensor. For the sensory readings, most of the
systems use IR sensors, Laser range finders, and Ultrasonic
Sensors.

Most of the time the output model is just a simple
module that can give the relevant feedbacks to the visually
impaired person. It generally have feedback modules like
earphones and vibration modules.

The processing module can be a computer or a micro-
controller which is responsible for the creation of point

clouds, depth maps and the detection of edges, corners and
other obstacles. This module is the most complex one in
the system. Different systems use alternative methods and
technologies to develop the processing module.

The designed and developed travel assistant devices use
different technologies for the processing module according
to their targeted functionalities. —Most of the devices
which were designed for indoor environments, uses short
rage obstacle avoiding sensors like ultrasonic sensors,
Radio-Frequency Identification (RFID) technology and
models like ARTANNA (pAth Recognition for Indoor
Assisted NavigatioN with Augmented perception) to
identify different places, objects and paths in an indoor
environment. But when analyzing the systems designed for
the outdoor conditions, things get somewhat complicated.
Most of these outdoor navigation systems have several
modules. The main module is the vision module. Generally
this module consists of a camera module. Stereo vision
systems use 2 cameras (stereo cameras) and monocular
vision systems use only one camera. Some of the systems
also used depth sensors like Kinect sensors to identify and
calculate the position of obstacles. These systems also
use GPS modules to track the outdoor location and give
some specific functionalities. The other main module is
audio feedback module. Almost all the systems use audio
feedback module because audio feedback is the easiest and
the most suitable way to interact with visually impaired
people. These feedbacks is mostly used to give warnings
and also to give relevant instructions. In the upcoming
chapter describe about those technologies and systems are
described with more details to understand what are the pros
and cons of those systems.

The rest of the paper organized as follows. Section II
present background and related work in this field. Section
III will summarize about the used technologies, algorithms
and also compare and contrast them. Section IV will dis-
cuss about the conclusions we can made by comparing and
analyzing different systems and section V will give the ref-
erences.

I RELATED WORK

A number of researchers have studied about different tech-
nologies which is applicable to find a reliable solution to
this problems facing by the visually impaired community.
They have developed several systems which can give fair
output using technologies like monocular and stereo vis-
ion with deep learning, reinforcement learning and other
algorithms, RFID, ultrasonic technology, IR technologies,
GPS, laser technologies, etc. But each of those systems
have their own advantages and disadvantages in different
sections like usability, reliability, speed, cost, etc. So, to
get a clear idea about them it’s better to review the systems
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developed by those different technological approaches.

A Deep Learning Approach

One of the popular technologies that used in these systems
is the Deep learning approach. An interesting work done
by St. Francis Institute of Technology[5] uses four-layered
Convolutional Neural Network (CNN) which can scan the
surroundings, detects and classifies the nearby objects as
well as the distances to those relevant objects with a re-
sponse time of 50ms. It also uses an ultrasonic sensor to in-
crease the accuracy of the measured distance. This system
uses audio feedback and vibrations to alert the VIPs. The
work [6] provides technology with reusable way-finding
with obstacle avoidance. To predict the navigation ac-
tions, they have trained a Recurrent Neural Network and
for obstacle avoiding, they have fine-tuned a Convolutional
Neural Network model. The paper [7] also shows how
Convolutional Neural networks can be used to estimate the
Transmission map for obstacle detection.

B Image Processing Techniques and Algorithms

Most of the systems use improved computer vision al-
gorithms to Develop vision-based assistant systems for
visually impaired people. The system [8] is an indoor-
outdoor Navigation System specially designed for people
who have low vision. This model uses ARIANNA (pAth
Recognition for Indoor Assisted NavigatioN with Augmen-
ted perception) which is an indoor localization and navig-
ations system. For outdoor conditions, it uses a computer
vision system with several measurement sensors. The sys-
tem has Geometry Based Path Identification which uses
canny algorithms to detect path searching lines by image
inputs. To improve the accuracy of those input images the
system uses traditional image enhancement techniques like
Gaussian smoothing and other enhancement filters to re-
duce noise effects. After the images convert into the canny
form it can it process them to detect edges, lines and slopes.
Color-Based Path identification is a functionality that make
this system much better. Using this technology, the build-
ings like hospitals can apply color stripes on the floor and
by detecting them the system can assist the visually im-
paired person. The system uses both the inertial sensors
and the camera of the smartphone of the user as sensors

C Stereo Vision

When we consider about the systems which are using
image processing techniques and algorithms, most of the
researchers have paid attention for using stereo cameras
because stereo cameras make it easy to calculate the depth
and other details in the 3d space. The technics of these
systems are mainly based on optical flow which can be
described as the pattern of apparent motion of objects,
surfaces, and edges in a visual picture induced by the

relative motion between an observer.

The system in [9] developed in university of Alcala gives
a reliable way to detect obstacles in outdoor environment
and alert VIPs by audio feedbacks. As the first step, the
ground plane detection is done using RANdom SAmple
Consensus which is known as (RANSAC). Next the system
does the Stereo Rig Calibration and Rectification to cre-
ate the disparity map and calculate x, y and z coordination
of obstacles. The intrinsic parameters and distortion para-
meters of each camera, as well as the extrinsic parameters
(rotation, translation) between cameras, are estimated in the
stereo rig calibration issue. Both cameras are calibrated in-
dependently and obtain the intrinsic calibration matrix for

each of the cameras.
fr 0 up
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Where ug and vy is the principle point of the camera and f,
and f, are the focal lengths. The rotation matrix between
cameras RLR is the identity matrix, and the translation vec-
tor TLR encodes the baseline B of the rectified stereo rig.
When (ur, ugr, v) are the stereo image projections of the
same point (because in stereo images vy, = vr = v), We can
calculate X, Y and Z 3D point coordinates with respect to
camera by using following equations.

B
A=fe————

N =

(ug — uy)

_ (U, — up)
X=Z 7

(v — vp)

Y=7. 7

After finding X, Y and Z we can find the distance and angle
of the object by using the given equations.

Distance = X2 + 7?2
tan=1(5)
a = tdn e
X

After that the polar cumulative grid is projected onto it for
counting about potential obstacles in the ground plane.



Figure 2. Creating the polar grid after calculation [10]

The system [11] also using the stereo imaging with object
collision detection algorithm. It uses the disparity image or
depth map as the previously discussed work[9]. That com-
puter vision system is integrated with Blavigator prototype
which is developed by University of Tras-os-Montes and
Alto Douro (UTAD) known as a cheap easy to use mobile
navigation system for visually impaired people providing
ways to get to a given location and, while doing so, provid-
ing contextual information about obstacles and points-of-
interest (POI) like zebra-crossings, building entrances by
using GIS data and location data.

D Reinforcement Learning

Some researchers has tried to use monocular vision with
reinforcement learning instead of stereo vision. In works
like [12], they have proposed an algorithm that learns rel-
ative depth by monocular vision (only from single image)
in outdoor environments. They have collected thousands
of images with a laser range scan which gives the nearest
obstacle in each direction of the image. Using that dataset,
they trained the system with supervised learning algorithm
and the system was able to accurately estimate the nearest
object in the vision after the training.

E Navigation Robots

In the developed countries most of the visually impaired
people use trained guide dogs in their day today travelling.
Following that format, researchers have tried to develop as-
sisting robots to guide the visually impaired people. The
work like [13] and [14] uses robot assistants instead of
smart wearables. These systems also has a stereo camera
vision module. And they use some sensor modules like
laser range finders and LiDAR in addition to the cameras
to detect the obstacles. These systems use a tactical handle
as the main feedback technology. It uses vibro-tactile feed-
back on the handle to convey directional information to the
user.
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Figure 3. Modified suitcase handle with vibro-tactile
feedback. [14]

F  Vision and Depth Combined Sensors

When we study about the computer vision modules the
most popular method is using cameras. However we can
also use vision and depth combined sensors like Kinect
sensor instead of cameras for special tasks like obstacle
detection. Kinect sensor is Microsoft’s motion sensor
add-on for the Xbox 360 gaming console. It has an RGB
color VGA video camera, a depth sensor, and a multi-array
microphone. The camera detects the red, green, and blue
color components as well as body-type and facial features.

The system [15], [16] and [17] are good examples for the
systems which are using Kinect sensor and depth sensors
for obstacle avoiding smart wearables. The obstacle avoid-
ing of this system work in several steps. The point cloud
registration stage seeks to create point cloud using inform-
ation from the Kinect sensor like color, depth, and acceler-
ometer data. To create the 3D point cloud from Kinect data,
X, y and z coordination are calculated using this equations.

(xc - Cxc) X depth(xcr yc)

fxe

cy.) X depth(x¢, Ye)
fYe

= depth(xm yc)

P3D, =

(yc -

P3D, =

P3D,

where xc and yc is the pixel coordinate in color image, cxc,
cyc, f xc, f yc is taken from color intrinsic matrix, depth(xc,
yc)is the depth value of pixel.

As the next step, plane segmentation is done to determine
the dominant places from the point cloud by using the plane
segmentation method proposed in [18] that permits real-
time segmentation of point cloud data into various planes.



After processing plane segmentation step, Ground and wall
detection is done as the last step.

Figure 4. Plane segmentation and ground and wall
detection results: a point cloud; b segmented planes; c
detected ground (in blue) and wall planes (in red)[15]

The work [16] is also using the Kinect sensor but in addition
to creating the depth map it uses typical image feature de-
tecting algorithms like Sobel edge detector to detect edges
clearly, and Harris & Stephens detector to detect the corners
of the objects in the vision and finally blobs that shows the
optical flow is detected using the SIFT detector.

III DISCUSSION

This section of the paper provides a brief discussion on
the works, there pros and cons, suggestions and challenges
we studied in early chapter. First it is better to summarize
about the different approaches for the vision based obstacle
avoidance and assistant systems because it is easy to
compare and contrast to identify their plus and weak
points after summarizing all the systems. In the following
table we will categorized the system according to the
technological approaches they used and the advantages and
disadvantages of those approaches.

When comparing the different technical approaches men-
tioned above, they have their own advantages and dis-
advantages. A highly acceptable system should consider
about technical factors or functional requirements like reac-
tion time, accuracy, reliability as well as the non-functional
requirements like usability, mobility, cost, etc. But achiev-
ing this requirements is a challenge due to many reasons.

A Cost

Generally, the visually impaired community is lower paid
than others so the cost of the device is a critical fact for
them. The vision module (camera or sensors), the pro-
cessing unit (computer or microcontroller) and, the power
supply will be the main components that affect the final
cost. By using technologies that use lower computing
power, we can complete the system with a low-power pro-
cessing unit. Also, it is important to use technologies that
use low-cost vision modules (unlike costly vision modules
like stereo cameras).
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B Size and Mobility

Since these systems are traveling assistant systems, they
have to be small in size with higher portability and it is bet-
ter if the system could be developed as a wearable device.
But the challenge is most of the technological approaches
need high computing power and need to operate in real-
time so most of the times it is necessary to move for larger
computers or microcontrollers and that will be a challenge
to make the system smaller. The other main factor is since
we need to operate these systems in outdoor traveling for a
longer time we need to add larger batteries for more battery
capacity.

C Require Higher Accuracy

The result of an error in this kind of system can be critical.
So the system must provide very high accuracy and
reliability to the user.

So we need to find the best approach to achieve the
given requirements while facing those discussed chal-
lenges. When we consider about the physical design of the
systems, smart wearables with low weight is always gives
more mobility and for any kind of place. But the heavy
systems like navigation robots can’t be used in places like
staircases. And when consider about the sensor and vision
modules single camera module are cheaper than stereo
camera modules and for distance measuring, sensors with
laser technologies always give more accurate outputs and
more range but higher on cost. So we need to select the
sensors carefully according to our needs so we can develop
a high reliable, accurate assistant device with high usability
to address the day today travelling problem of visually
impaired people.

The following table will facilitate you to compare the re-
latable have a clear idea about the relatable technologies,
used module and the advantages and disadvantages of each
technological approach.

IV CONCLUSION

Travelling is one of the main problems facing by the visu-
ally impaired community in their day to day lives. Al-
though lot of assistive technologies are available, most of
them are not user-friendly for visually impaired people be-
cause of the Disability Digital Divide gap. It is hard to
use mobile applications and web based applications spe-
cially for visually impaired people. So smart wearable
devices has to come forward to help them in their day today
travelling and develop the navigation capabilities. Vision
based obstacle avoidance and assistance technology is the
most popular approach to address this problem. The related
works shows us it is important to use technologies with high



Table 1. Monocular vision with machine learning other algorithms

Technological | Descripftion Modules Advantages | Disadvan- | Refere-
Approach Used tages nces
Deep learning | Deep learning approach can give Camera, Low Complex | [5]
models accurate localization and navigation | Ultrasonic reaction training [6]

instructions. Recurrent Neural Sensor time(50ms), | process [7]

Network and Convolutional Neural High

Network is used in training and Accuracy,

recognifion process. Low cost
Image By using the image processing Monocular | Low cost Low [8]
processing techniques which identify edges, Camera accuracy
techniques lines, corners and identifying when
and other obstacles using them. comparing
algorithms with other

techniques

Reinforcement | Collect thousands of images witha | Monocular | High Need very | [12]
learning laser range scan which gives the Camera Accuracy. | large data

nearest obstacle in each direction of Low cost set for

the image. Using that dataset, train higher

the system with a supervised accuracy

learning algorithm. It gets more

accurate with larger datasets.

Table 2. Special Camera Technologies and Sensors

Technological | Description Modules Advantages | Disadvan- | Refere-
Approach Used tages nces
Stereo Calculating 3D coordination using | Stereo Not too High cost | [9]
imaging two images captured at the location | Cameras complex, for the [11]

buy from two cameras. And create Low cost vision

the disparity map and estimate the module

ground plane for detect the (stereo

obstacles. cameras)
Cabot, Robots (not wearable) developed Cameras, High High Cost, | [13]
Navigation with main vision module with many | Ultrasonic reliability Less [14]
robots sensor modules for scan and Sensors, mobility

identify the obstacles. LiDAR,

Laser
technologies

Vision and These systems are designed with Kinect Low Sensitive | [15]
Depth sensors | depth and vision combined sensors | sensor, reaction to infrared | [16]

like Kinect sensor which make it Depth time and highly | [17]

easy to calculate X, y, z coordinates | sensors reflective

and optical flow for detect obstacles objects.

edges. corners and ground plane.
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[8] D. Croce et al., “An Indoor and Outdoor Naviga-
tion System for Visually Impaired People,” IEEE
Access, vol. 7, pp. 170406-170418, 2019, doi:
10.1109/ACCESS.2019.2955046.

accuracy and reaction time but also need to have high usab-
ility, mobility and low cost. The computer vision systems
with deep learning, reinforcement learning, enhanced im-
age processing techniques with relevant cameras or sensors
have given acceptable solutions for the addressed problem

in the related works. With adding relevant upgrades with

the newly updated technologies to those systems, they will

give fair service for visually impaired community to make

their day today travelling easier and efficient.
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