
Date of publication Jan. 10, 2022, date of current version Jan. 10, 2022.

Prediction of Air Quality Index in Colombo
RM Fernando 1#, WMKS Ilmini 2 and DU Vidanagama 3

1,2,3Department of Information Technology, General Sir John Kotelawala Defence University, Sri Lanka
1#35-cs-0001@kdu.ac.lk

ABSTRACT Air is always considered as the main critical factor on which human survival depends on. The AQI or
long firmly air quality index is the index value that illustrates qualitatively the current state of the air. The substantial
AQI will further menace the living creatures’ health & the living atmosphere. Terrible air quality has been a major
concern in Sri Lanka, particularly in urban cities such as Colombo and Kandy. Reliable AQI prediction will assist to
decrease the health risks caused by air pollution. The goal of this study has been to find the most suitable machine
learning approach for predicting accurate air quality index in Colombo based upon PM2.5 particular concentration. In
this study, PM2.5 concentration in Colombo had been predicted using four correlated air pollutant concentrations such
as SO2, NO2, PM2.5, & PM10. The obtained dataset was pre-processed via prediction in order to improve prediction
accuracy. The gathered dataset Cross-validated as according to 80% for training & 20% for testing the prediction model.
Machine learning methods such as K-Nearest Neighboring, Multiple Linear-Regression, Random Forest, and Support
Vector Machines were used to train and evaluate the prediction models. In the end, we achieved 83.25% accuracy for the
K-Nearest Neighboring algorithm model, 84.68% accuracy for the Support Vector Machines model, 85.17% accuracy for
the Random Forest model, and 41.9% accuracy for the Multiple Regression Model. Random Forest was recognized as the
best appropriate prediction model after evaluating the models, with over 85% greater accuracy.
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I INTRODUCTION

Air Quality or in other words quality of the breathing air
around us is a highly valuable luxury that people should
have but unfortunately, more than two-thirds of the people
who live on our planet do not have it. By referring to
the most recent reports of the WHO, more than half of
the people who live on our planet live in extremely air
polluted urban areas and almost all the people who live
in those areas are not aware of the quality of the air in
their atmosphere. When considering the quality of the air
in Colombo, it is evident that air pollution in Colombo,
increases at a very rapid rate yearly. In the rush hours
in the morning and evening, the Air quality Index in
Colombo exceeds the 4th category level of the world health
organization recommended. Unfortunately most of the
people are not aware of AQI level around their living space
and as a result of their unawareness, especially in areas
such as Colombo, the people have developed an indifferent
attitude towards the adverse effects that air pollution might
have on their health [1].

This paper mainly explores air quality index predic-
tion using various machine learning algorithms such as
regression algorithm, support vector machines algorithm,
k-nearest neighboring algorithm & random forest al-
gorithm. Various machine learning models have been
implemented & evaluated to find out the best accurate

machine learning model. This research mainly focuses on
enhancing the methods that have been used to predict air
quality index and improve the knowledge on air quality
index, and to understand the effects of the bad air quality.
In Colombo, the AQI value is always at the average
unhealthy level. With some reliable & accurate predictions
of the AQI category, the Colombo public can get necessary
precautionary measures like increasing the indoor activities
& minimize the outdoor activities as much as possible to
protect themselves from consequences of bad air quality
in Colombo. This chapter presents a very brief description
of the AQI, the motivation of this research study and
background details about Colombo air quality which is
followed by the goal of the research[2]. Minimizing air
pollution and ensuring that people have access to clean
air, are major responsibilities of human beings as their
actions have led to the increased level of air pollution in the
world. Some human revolutions such as industrialization
have mainly affected the earth’s air pollution. An increase
in the vehicles and machines which emit carbon dioxide
into the air can be identified as another cause for air
pollution. Basically, air pollution can be described as mass
contamination of the air in a specific geographical area by
the emission of enormous amount of harmful gases and
chemical substances to the environment. Emissions from
productions, industries & vehicles are the main reason
for poor air quality. A highly populated urban city such
as Colombo most of the time has the poorest air quality
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compared to the other rural areas mainly due to the actions
of human population. There is a strong correlation between
air quality index value and threats to human health, these
threats include both short-term & long-term side effects
on the health of living beings and their environment. The
people who have suffered from diseases such as asthma,
and pneumonia are more prone to suffer from heart and
lungs related diseases when they are exposed to polluted
air. It is stated that once contaminated air is inhaled,
PM2.5 particles and PM10 particles which have entered
to the human body are either extremely difficult or nearly
impossible to be self-purified in the immune system of
the human [3]. As mentioned in many studies lack of
public awareness in Colombo about bad air quality is the
main problem. Therefore, with the rapid increase in air
pollution, air quality index has become a very important
factor to predict and to make people aware of the effects
of air pollution (AQI levels) may have on health and the
environment in which they live [4]. Moreover, the adverse
impact which is caused by air pollution on human health
and the surrounding environment can be significantly re-
duced/minimized by predicting the AQI value. To identify
the most suitable method to predict AQI value from avail-
able techniques, and the available dataset to achieve the
highest accurate prediction are important accomplishments
of this study. The continual human existence is based on
air. The Air Quality Index is the index value that illustrates
qualitatively the current state of the air. A substantial AQI
will further threaten the health of all living beings and the
atmosphere. From Central Environment (CEA) Authority,
a historical air concentration dataset was gathered for this
research, which includes hourly concentration levels of
various air pollution factors & weather factors such as
PM10, PM2.5, SO2, NO2, CO, O3, wind speed, wind
direction, average temperature, relative humidity, and
solar radiation. To guarantee the prediction outcome
accuracy, a variety of data preparation approaches were
used. An already preprocessed dataset was utilized to to
cross-validation technique by dividing it into 80 percent
for model training & 20 percent for testing. Random
Forest, K Nearest Neighbors, Support Vector Machine, &
Multiple Linear Regression are the machine algorithms
that have been deployed as prediction models. The
best-suited model for AQI prediction is chosen based upon
the performance of the machine learning model & accuracy.

The paper is structured as follows. The second chapter of
this study is the literature review of the research. The third
and the fourth chapters of this study highlights the method-
ology and the findings of this research respectively. Finally,
the conclusion of this study is presented in the final section.

II LITERATURE REVIEW

There are several AQI prediction solutions which are
available. Out of these predictions, very few solutions
provide general guidance to overcome the adverse effects
air pollution has on human health which depends on
the amount of PM10 & PM2.5 fine particulates in the
atmosphere. A comprehensive literature review has been
done to provide a brief overview on the existing literature
on AQI predictions which ae made using different machine
learning models due to the unavailability of one precise
methodology to predict the within the domain of research
AQI prediction. The study field differs not only in terms
of methodologies and methods, but also in the terms of
accessible datasets, which are frequently varied owing to
the traffic, environmental factors, and climate of the chosen
geographical region. Bad air quality is mostly caused by
PM particulates. For example PM2.5 & PM10 like air
pollutants cause air pollution in certain cities, whereas
COx, SOx, and NOx are primarily responsible for polluted
air in others. Due to these drawbacks, the comprehensive
literature review of this study is carried out as an effort
to gain a thorough grasp on the AQI prediction research
scope and to locate relevant research studies that serves the
same purpose as this study. The literature review chapter
of this study consists of a collection of the most recent and
relevant researches on AQI predictions. Here some of the
current AQI prediction approaches are discussed. It’s also
crucial to consider which approach is best for predicting
air pollution. AQI predictions which are made using a
deep learning approach is one of the most widely utilized
approaches out of the existing models. When it comes to
predicting AQI, the most often used technique is machine
learning. Machine learning approaches use a lot of data &
machine learning-based algorithms to train the model. The
deep learning-based neural network technique is another
approach that may be used to forecast the AQI. With a
basic neural network, correct predictions of the AQI can
be made, and the model may be further modified using
various testing settings and input parameters[7].

As per the literature of the study, there are a few flaws
in the existing air quality index prediction methods, such
as issues with dataset collection. The low accuracy of the
predictions made by the available air quality index predic-
tion models in Sri Lanka is a result of inaccurate and null
data. Data preprocessing is another aspect that affect the
decreased level of impacts accuracy decreases. In the light
of these considerations, it is evident that the majority of
Sri Lanka’s existing systems have failed to provide accurate
predictions. In view of the foregoing with other countries,
they have been able to overcome these disadvantages and
attain high accuracy.
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Table 1. Literature Review Summary

III METHODOLOGY

The proposed approach consists of a sequence of phases for
predicting the AQI. The sequence of phases includes col-
lecting the dataset from Central Environmental Authority,
pre-processing the collected dataset, analyzing the collec-
ted dataset to identifying the correlations among air pol-
lution factors, applying appropriate ml algorithms, & ul-
timately selecting the most suitable machine learning ap-
proach & analyzing the prediction results.

A Data Collection & Pre-processing

Historical datasets containing information regarding air
pollution factors’ hourly concentration levels in Colombo
are obtained from the Central Environment Author-
ity(CEA) and the National Building Research Organiza-
tion(NBRO). From January 2019 to February 2021, the
dataset contains average concentrations of air & weather
factors such as humidity, CO, SO2, NO2, PM10 & PM2.5.
The obtained dataset is being pre-processed by using vari-
ous preprocessing approaches to improve accuracy & as-
sure the reliability of the values that have been predicted.

B Data Analysis

Correlation matrix and distribution charts are used to de-
termine the correlations among air pollution variables, as
well as to determine the dataset’s distribution and nature.
The RStudio software[11] is used for the data analysis. The
most & least factors that are affected by PM2.5 can be iden-
tified using correlation matrix and distribution graphs.

C Evaluation

The Train-Test-Split technique is so far the most frequent
approach used in the cross-validation of pre-processed data.
The pre-processed dataset is divided into two sample sets,
80 percent of data is used to train the prediction machine
learning model and 20 percent of data is used in evaluating
the results that have been predicted.

D Training the Model

i. Random Forest
ii. Multiple Linear Regression
iii. Support Vector Machine
iv. K Nearest Neighbors
The dataset is trained using several Machine Learning al-
gorithms. The default parameters have been used in each
of these instances. Python[12] libraries such as pandas[13],
scikit learn[14], & the PyCharm IDE[15] were used in the
implementation.

E Model Evaluation

The machine learning model is utilized to predict the
air quality index based on the previously pre-processed
dataset. It is predicted once the machine learning model
training stage is completed. The most appropriate machine
learning algorithm has been identified based on the predic-
tion accuracy of all the used machine learning algorithms.
Accuracy has been calculated using the following equation.

i. 0 ≤ PM2.5 ≤ 30: AQI Category 1(Good)
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ii. 31≤ PM2.5 ≤ 60: AQI Category 2(Satisfactory)

iii. 61 ≤ PM2.5 ≤ 90: AQI Category 3(Moderate)

iv. 91 ≤ PM2.5 ≤ 120: AQI Category 4(Poor)

v. 121 ≤ PM2.5 ≤ 250: AQI Category 5(Very Poor)

vi. 251 ≤ PM2.5: AQI Category 6(Severe)

IV RESULTS

Nearly 11000 data records of air pollutants and weather
variables were obtained for this research, including PM10,
PM2.5, SO2, NO2, CO, O3, Wind speed, Wind direc-
tion, Average Temperature, Relative Humidity, & Solar
Radiation. As per the correlation matrix graph in Figure
2, which was computed using RStudio, the correlation
between PM10 & PM2.5 is the best correlation value
shared between two factors. When compared with other
air and weather parameters, CO, NO2, SO2, and PM10
have the highest correlation values with PM2.5, as shown
in the correlation matrix. As a result, we applied PM10,
PM2.5, CO, SO2, and After a comprehensive correlation
analysis of all the air parameters and weather factors, four
air parameters were chosen from the selected dataset. SO2
concentration, NO2 concentration, PM10 concentration,
and PM2.5 concentration NO2 parameters to train &
evaluate the prediction machine learning model.

are these four parameters. Apart from CO, SO2, NO2,
and PM10, correlations among PM2.5 and other weather
parameters and air parameter concentrations are average, as
shown in Figures 1,2 and 3. To obtain a better correlation
value, the correlations between PM2.5 and multiple air
parameters concentrations were computed, as shown in
Table 2. PM2.5 and the collection of SO2, NO2, CO, and
PM10 have a correlation of 0.8644, which is really a great
value.

After a comprehensive correlation analysis of all the
air parameters and weather factors, four air parameters
were chosen from the obtained dataset. SO2 concentration,
NO2 concentration, PM10 concentration, and PM2.5
concentration are the four parameters. Apart from CO,
SO2, NO2, and PM10, correlations among PM2.5 and
other weather parameters and air parameters concentrations
are modest, as shown in Figures 1,2 and 3. To obtain a
better correlation value, the correlations between PM2.5
and multiple air parameters concentrations were computed,
as shown in Table 2. PM2.5 and the collection of SO2,
NO2, CO, and PM10 have a correlation of 0.8644, which
is really a great value.

Table 2. Multiple Correlation Summary
PM2.5

PM10 + NO2 0.8635649
PM10 + NO2 + CO 0.8623043
PM10 + NO2 + SO2 0.8642185
PM10 + NO2 + SO2 + CO 0.8644263

A Multiple Regression Model

Using Multiple regression model Mean Absolute error,
Mean Squared Error, Root Mean Squared Error & default
accuracy score have been computed. All of these scores are
average values, as shown in the sheet which is illustrated
by Figure 4. The nature & the type of the collected dataset
constantly influence these values which are predicted from
the regression machine learning model. For this dataset and
prediction procedure, multiple regression algorithm is not a
suitable machine learning algorithm.

B Support Vector Machines Model

The SVM model has been able to achieve 84.68% accur-
acy, as shown by the classification details sheet in Figure
5. When compared to the regression method, this Support
Vector Machine model has relatively very higher accuracy.
The reason for the higher accuracy is because SVM handle
input parameters with polynomial properties and SVM is
suitable for this prediction work.

C Random Forest Model

The Random Forest machine learning algorithm was also
deployed for this prediction. Random Forest is a supervised
learning technique that could be used to solve both classific-
ation & regression-based problems, and through this mod-
ule it is simple to calculate the relative significance of each
feature that makes up the prediction. As seen in Figure 6
of the paper, the Random Forest model has been able to
achieve 85.17% accuracy. When the Random Forest model
accuracy is compared to the accuracy of the Multiple Re-
gression approach, this 85.17% accuracy rate is quite a re-
markable one.

D KNN Model

In numerous research projects, the KNN machine learning
model has been utilized to predict the category of air
quality index. When k = 3, the KNN prediction model
obtained 83.25% accuracy, as shown by Figure 7 of the
paper. It’s able to get a higher accuracy from using this
KNN prediction model although some air pollutant factors
are very weak.
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Figure 1 : Correlation Matrix Chart

Figure 2 : Correlation Matrix

Figure 3 : Correlogram

Figure 4 : Multiple Regression Classification

V DISCUSSION

Using Random Forest, Support Vector Machines, and
K-Nearest Neighboring algorithms, several existing in-
ternational researches have achieved high accuracies, as
shown in Table 1. The incompleteness in some records
within the collected dataset is the major factor that has
contributed to the poor accuracy which is produced by the
Multiple Regression machine learning model. Another
reason that affected low accuracy is the nature of the
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Figure 5 : SVM Classification

Figure 6 : Random Forest Classification

Figure 7 : KNN Classification

regression machine learning algorithms. The performance
of the algorithms is affected by the lack of data records and
some noisy factors in the pre-processed dataset. In an effort
to improve the quality & the performance of the obtained
dataset, several data pre-processing approaches were used.

The Random Forest machine learning model is the best-
fitted model for this air quality index prediction process
since Random Forest obtained the best accuracy rate when

compared with the Support Vector Machines, Multiple Re-
gression, and K-Nearest Neighboring models.

Table 3. Model Evaluation Summary
Model Accuracy
Multiple Regression 41.90\%
SVM 84.68\%
Random Forest 85.17\%
KNN 83.25\%

VI CONCLUSION

Air is always considered as the main critical factor on which
human survival depends on. The AQI or long firmly air
quality index is the index value that illustrates qualitatively
the current state of the air. The substantial AQI will fur-
ther threaten the living creatures’ health & the living at-
mosphere. Terrible air quality has been a major concern
in Sri Lanka, particularly in urban cities such as Colombo
and Kandy. Reliable Air Quality Index prediction will as-
sist in decreasing the health risks caused by air pollution.
To determine the most affected air pollutant concentrations
air quality index prediction correlation analysis has been
done. In this study after the comprehensive correlation ana-
lysis, PM2.5 concentration is predicted in Colombo using
four correlated air pollutant concentrations such as SO2,
NO2, PM2.5, & PM10. The obtained dataset was pre-
processed via prediction in order to improve prediction ac-
curacy. The gathered dataset Cross-validated as according
to 80% for training & 20% for testing the prediction model.
Machine learning methods such as K-Nearest Neighboring,
Multiple Linear-Regression, Random Forest, and Support
Vector Machines were used to train and evaluate the pre-
diction models. In the end, we achieved 83.25% accuracy
for the K-Nearest Neighboring algorithm model, 84.68%
accuracy for the Support Vector Machines model, 85.17%
accuracy for the Random Forest model, and 41.9% accur-
acy for the Multiple Regression Model. Random Forest was
recognized as the best and the most appropriate prediction
model after evaluating all the models. Under the circum-
stances with limited data, the model had over 85% greater
accuracy.

VII FUTURE WORK

In the future, more datasets in Colombo from ambient air
quality parameters monitoring stations inside Sri Lanka
are expected to be collected and more appropriate pre-
processing techniques for the dataset will be used. Since
the Multiple Regression machine learning algorithm is in-
accurate, the study team intends to develop a deep learning-
based prediction model to calculate the air quality index
prediction. Moreover, since the current prediction is based
only on Colombo, the research team plans to predict the Air
Quality Index in other districts as well in the future.
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