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Abstract:	Depending	 on	 recent	 records,	 the	 price	 of	 gold	
has	 been	 rising	 day	 by	 day	 more	 than	 the	 past;	 similar	
characteristics	has	been	shown	in	Sri	Lankan	gold	price	as	
well.	What	would	be	the	causes	behind	this?	Basically,	this	
study	has	been	carried	out	on	two	levels.	For	first	level,	we	
constructed	 models	 to	 forecast	 monthly	 gold	 price.	 The	
data	 was	 mined	 form	 World	 Gold	 Council	 and	 Central	
Bank	 of	 Sri	 Lanka.	 The	 sample	 data	 of	 gold	 price	 were	
gathered	 from	 2007	 January	 to	 2016	 March	 in	 the	
currency	 of	 US	 dollars	 per	 troy	 ounce.	 It	 was	 converted	
into	 Sri	 Lankan	 rupees	 per	 22	 carats.	 75%	 of	 data	 were	
used	to	build	the	model	and	remaining	data	were	used	to	
forecast	 the	 gold	 price	 and	 to	 check	 the	 accuracy	 of	 the	
model.	 Box-Jenkins,	 Auto	 Regressive	 Integrated	 Moving	
Average	 (ARIMA)	 methodology	 has	 been	 used	 to	 build	
forecasting	models.		
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1.	INTRODUCTION	

	
Identifying	the	movements	of	the	world	economy	remains	
uncertainty	in	many	trades	financial	policy	making	process	
is	 very	 essential.	 Further	 foreign	 investors	 are	 not	
interested	 in	 investing	 on	 local	 stocks	 when	 countries	
currency	 is	 depreciating,	 as	 it	 would	 be	 a	 reason	 to	
diminish	their	return	on	invested	assets.	In	such	situations	
investors	try	to	diversify	their	investments	across	multiple	
portfolios	 such	as	precious	metal,	bonds	etc.	As	a	 result,	
they	 tend	 to	 shift	 from	high	 risk	 instruments	 to	 less	 risk	
instruments	 with	 the	 intention	 of	 minimizing	 the	 loss.	
Commodities	 are	 among	 these	 instruments	 that	 may	
protect	 themselves	 from	 particular	 risks.	 Therefore,	
precious	 metals	 such	 as	 gold	 and	 silver	 and	 gems	 are	
popular	 among	 investors	 in	 past	 decades.	 	 Generally,	
there	 are	 many	 factors	 such	 as	 company	 performance,	
dividends,	Inflation	rate,	interest	rate,	exchange	rate,	gold	
rate	etc..	 	The	last	several	years	have	seen	a	rapid	rise	 in	
the	 demand	 of	 gold.	 Sectors	 where	 the	 gold	 has	 been	
used	 is	 expanded	 in	 different	 areas	 such	 as	 medicine,	
engineering	 and	 environmental	 management.	 According	
to	 the	 World	 Gold	 Council	 (WGC)	 records	 the	 annual	
volume	of	 gold	bought	by	 investors	has	 increased	by	 “at	
least	235%	over	the	last	three	decades.	Not	only	that	gold	
price	has	increase	in	several	levels	[4].	In	order	to	that	Sri	
Lankan	 gold	 price	 has	 shown	 remarkable	 growth	 in	
present	 (see	www.ideabeam.com).	 Therefore,	 it	 is	 highly	
demand	and	standard	metal	among	others.	Sri	Lanka	has	
a	 long	 traditional	 association	with	 the	 international	Gem	
and	 jewelry	 trade	and	 identified	as	a	significant	 resource	
place	 for	 gold.	 Over	 past	 few	 decades	 Sri	 Lanka	 gold	
shows	 a	 remarkable	 position	 in	 the	 international	 gold	
market	 in	 parallel	 to	 local	 market;	 as	 a	 result	 of	 that	
Colombo	Gold	Centre	is	housed	with	83	jewellery	stalls	in	

Pettah,	 Colombo.	 However,	 the	 global	 gold	 prices	 were	
dropping	in	time	to	time	[1]	which	impacted	to	local	gold	
market	 also.	 Due	 to	 this	 rapid	 inflation	 of	 gold	 price	 in	
global	 gold	 market	 many	 countries	 have	 done	 the	
statistical	 analysis	 [2,3,4]	 from	 different	 aspects.	
Therefore,	 the	 necessity	 of	 statistical	 analysis	 for	 gold	
prices	 inflation	 in	 Sri	 Lanka	 is	 very	 important	 to	 identify	
the	drop	downs	to	take	recovery	steps	as	much	as	earlier.	
In	[6]	has	done	the	statistical	modelling	for	the	Sri	Lankan	
gold	price	volatility	and	introduced	models.	
	
2.	MATERIALS	AND	METHODS	
The	study	is	based	absolutely	on	secondary	data	obtained	
from	various	data	sources.	This	secondary	data	is	available	
in	the	site	www.kitco.com	and	world	gold	council	website	
www.worldgold.com.	 The	 data	 of	 gold	 price	 (in	 US	 per	
troy	 ounce)	 were	 collected	 from	 2007	 January	 to	 2016	
March.	 US	 dollar	 exchange	 rates	 for	 Sri	 Lankan	 rupees	
were	 taken	 from	 Sri	 Lanka	 Central	 Bank	 website	 and	
inflation	 rates	 were	 captured	 from	 the	 site	
www.goldpinflation.com.	
	
2.1	 Preliminary	Analysis	
At	 the	 preliminary	 stage	 prior	 to	 fit	 the	 Auto	 regressive	
model,	 the	 following	 techniques	were	 carried	 out	 to	 get	
an	idea	about	the	data	and	its	behaviour.	
	
2.1.1	 Plot	of	Time	Series		
It	 is	to	inspect	for	extreme	observations,	missing	data,	or	
elements	of	non-stationary	such	as	trend	or	seasonality	or	
cyclic	pattern	or	irregular	variations.			
	
2.1.2	 Augmented	Dickey-	Fuller	test		
Augmented	 Dickey-	 Fuller	 (ADF)	 test	 is	 used	 to	 test	
whether	 the	 series	 has	 a	 unit	 root.	 It	 is	 to	 confirm,	
statistically,	that	the	stationary	of	series	in	terms	of	trend	
availability.	
The	 test	 statistic	 for	 the	 model	 t1tt uyy +r= - 		 with	
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variable	 at	 time	 t ,	ut 	is	 the	 white	 noise	 and	n 	is	 the	

number	 of	 observations.	 The	 hypothesis	 to	 be	 tested	 in	

this	test	is	H0:	series	is	non-stationary	 ( )1=r 	versus	H1:	

series	is	stationary ( )1<r .	

2.1.3	 Kruskal-	Wallis	test	
Kruskal-	Wallis	 test	 is	 used	 to	 confirm	 the	 seasonality	 in	
the	series.	The	hypothesis	 to	be	tested	 in	 this	 test	 is,	H0:	
series	has	no	seasonality	versus	H1:	series	has	seasonality.	



The	 test	 statistic	 of	 Kruskal-	 Wallis	 test	 is	 defined	 as:	
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		where	 N 	is	the	total	number	of	rankings,	 Ri 	is	the	sum	
of	 the	 rankings	 in	 a	 specific	 season,	 ni 	is	 the	number	of	
the	 rankings	 in	 a	 specific	 season	 and	 L 	is	 the	 length	 of	the	season.	
2.1.4	 Autocorrelation	 function	 and	 partial	 auto	
correlation	function		
In	 time	 series	 analysis,	 a	 process	 of	 examining	 the	
autocorrelation	function	(ACF)	and	partial	autocorrelation	
function	(PACF)	is	to	determine	the	nature	of	the	process	
under	consideration.		
	
2.1.5	 Autocorrelation	function	
Autocorrelation	 function	 (ACF)	 at	 lag	 k	 is	 defined	 by
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The	first	several	autocorrelations	are	persistently	 large	 in	
the	 graph	of	ACF	 and	 trailed	off	 to	 zero	 rather	 slowly,	 it	
can	be	assumed	that	a	trend	exists	and	the	time	series	 is	
non-stationary.	 If	 the	series	 is	stationary,	then	ACF	graph	
must	decay	exponentially.		
2.1.6	 Partial	autocorrelation	function	
Partial	 autocorrelation	 function	 (PACF)	 between	 is	 the	
conditional	 correlation	 between tY 	and	 KtY + 	and	defined		as	follows:	

)Y....Y,Y,Y|Y,Y(cor 1Kt3t2t1tKttKK -+++++=f 	In	 other	 words,	 the	 PAC	 between	 tY 	and	 KtY + 	is	 the	autocorrelation	 between	 tY 	and	 KtY + 	after	 adjusting	
for 1Kt3t2t1t Y....Y,Y,Y -++++ .		
	
2.2			Auto	Regressive	Moving	Averages	(ARMA)	Model	
Auto	 Regressive	 Moving	 Averages	 (ARMA)	 Model	 is	 a	
statistical	 model	 describing	 the	 relationship	 between	 an	
output	 variable	 Yt	 and	 one	 or	more	 input	 variables	 Yt-i’s	
and	white	nose	terms.		
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2.3	 Residual	Analysis	
Before	 using	 the	 model	 for	 forecasting,	 it	 must	 be	
checked	 for	 adequacy.	 Diagnostic	 checks	 are	 performed	
to	determine	the	adequacy	of	the	model.	Accordingly,	the	

residuals	should	be	random	and	normally	distributed	with	
constant	variance.	The	 following	tests	are	carried	out	 for	
the	residual	analysis:	
	
2.3.1	 Anderson-	Darling	
The	Anderson-	Darling	(AD)	test	is	used	to	test	if	a	sample	
of	 data	 comes	 from	 a	 population	 with	 a	 specific	
distribution.	 It	 is	 a	modification	 of	 Kolmogorov-	 Smirnov	
(K-S)	test	and	gives	more	weight	to	the	tails	than	does	the	
K-S	 test.	 Here	 the	 hypotheses	 are	 H0:	 The	 data	 follow	
normal	 distribution	 versus	 H1:	 The	 data	 do	 not	 follow	
normal	distribution.	The	test	statistic	of	AD	test	is:	
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where	 F
	
is	 the	 cumulative	 distribution	 function	 of	 the	

specified	 distribution,	 iY
	
are	 the	 ordered	 data	 and	 N

	
is	

the	total	number	of	observations.	
2.3.2	 Lagrange’s	Multiplier	test		
Lagrange’s	 Multiplier	 (LM)	 test	 is	 used	 to	 test	 the	
independency	 of	 residuals.	 It	 is	 an	 alternative	 test	 of	
Durbin	Watson	test	for	auto	correlation	among	residuals.	
The	 null	 hypothesis	 to	 be	 tested	 is	 that,	 H0:	 there	 is	 no	
serial	 correlation	 of	 any	 order.	 The	 individual	 residual	
autocorrelations	 should	 be	 small.	 Significant	 residual	
autocorrelations	at	 low	lags	or	seasonal	 lags	suggest	that	
the	model	is	inadequate.	The	test	statistic	of	LM	test	is:	

2
K

2 ~nRW c= where,	 K	 is	 the	 number	 of	 regressors	 in	
the	 auxiliary	 regression	 (only	 linear	 terms	 of	 the	
dependent	variable	are	 in	 the	auxiliary	 regression),	R2	 	 is	
the	determination	of	coefficients	and	n 	is	the	number	of	
observations.	

	
2.3.3	 White’s	General	test		
White’s	 general	 test	 is	 used	 in	 order	 to	 check	 constant	
variance	of	residuals.	Accordingly	the	null	hypothesis	is	H0:	
Homoscedasticity	 against	 the	 alternative	 hypothesis	 H1:	
Heteroscedasticity.		
Test	 statistic	 of	 White’s	 General	 test	 is:	 2

K
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where,	 K	 is	 	 the	 number	 of	 regressors	 in	 the	 auxiliary	
regression	 (squared	 terms	 of	 the	 dependent	 variable	 are	
also	 included	 in	 addition	 to	 terms	 in	 the	 LM	 test	 in	
auxiliary	 regression),	 R2	 is	 the	 determination	 of	
coefficients	and	 n 	is	the	number	of	observations.	
	
Model	Validation	
It	is	important	to	evaluate	performance	of	fitted	model	on	
the	basis	of	the	fit	of	the	forecasting.	Measure	of	forecast	
accuracy	 should	 always	 be	 evaluated	 as	 part	 of	 a	model	
validation	effort.	
	



2.	4	 Mean	absolute	percentage	error	
Mean	absolute	percentage	error	(MAPE)	is	the	average	of	
the	sum	of	the	absolute	values	of	the	percentage	errors.	It	
is	generally	used	for	evaluation	of	the	forecast	against	the	
validation	 sample.	 To	 compare	 the	 average	 forecast	
accuracy	of	different	models,	MAPE	statistics	is	used.	It	is	
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ŶY
n
1MAPE 	where	Yt		is	

the	 response	 variable	 at	 time	 t 	and	 n 	is	 the	 number	 of	
observations.	Practically	if	MAPE	is	less	than	10%	then	the	
fitted	model	is	highly	recommended	for	forecasting.	
	
		
3.	RESULTS	AND	DISCUSSIONS	
TIME	SERIES	MODELS	TO	FORECAST	GOLD	PRICE	
This	 chapter	 includes	 the	 fitted	 Time	 Series	 models	 to	
forecast	gold	price.	Preliminary	analysis	has	been	carried	
out	 to	 check	 the	 validity	 of	 the	 data	 series	 for	 the	 time	
series	analysis	and	to	understand	the	behavior	of	the	data	
series.	Under	Auto	Regressive	Integrated	Moving	Average	
model	building	techniques	three	models	were	discussed.	
3.1Preliminary	Analysis		
After	collecting	data	it	is	necessary	to	test	for	its	suitability	
to	carry	on	stationary	time	series	analysis.	
The	Figure	3.1	shows	the	time	series	plot	for	monthly	gold	
price	in	Sri	Lanka	which	consists	of	108	observations.	
	

	
Reference to the Fig 3.1,	 we	 can	 see	 several	 interesting	
features.	First,	data	is	positively	autocorrelated.	Second,	it	
exhibits	rapid	increase	which	maximized	around	2012(62).	
From	 2012(62)	 onwards	 there	 was	 a	 significant	 decline	
until	 2015(108).	 Further	 it	 exhibits	 small	 fluctuations	but	
not	 large	 swings	 up	 and	 down.	 However	 overall	 trend	
goes	upward	which	implies	that	the	data	is	not	stationary. 
Further	non	stationarity	of	data	series	can	be	justified	by	
autocorrelaiton(ACF)	 and	 partial	 autocorrelaiton(PACF)	
graphs	as	well.	
	
	
	
	
	
	
	

	

	
														Fig.	3.2:	Shows	the	Correlogram	of	gold	price	

Together	 with	 its	 sample	 ACF	 and	 PACF	 are	 given	 in	
Figure	4.2	we	can	see	that	the	sample	ACF	dies	out	very	
slowly,	while	 the	 sample	 PACF	 is	 only	 significant	 at	 the	
first	 lag.	Also	note	that	the	PACF	value	at	the	first	 lag	 is	
very	 close	 to	 one.	 All	 this	 evidence	 suggests	 that	 the	
process	 is	 not	 stationary.	 Consolidated	 Unit	 Root	 Test,	
Augmented	 Dickey-Fuller	 and	 Phillips-Perron(PP)	 tests	
test	with	intercept	to	prove	data	are	not	been	stationary	
in	statistically.	
Table	3.1:	Shows	that	the	p	values	for	the	ADF	and	PP	test	
statistics	
Original	Series	 ADF	t-	statistic	 PP		Adj.	t-statistic	

Probability	Value	
-1.866564	
0.3469	

-1.866564	
0.3469	

Table	3.1,	 p	 values	 are	 given	 for	 test	 critical	 value	of	 5%	
significant	level.	Depending	on	hypothesis	for	ADF	and	PP	
tests	we	can	reject	the	null	hypothesis	𝐻"	and	accept	the	
alternative	hypothesis	𝐻$	said	that	the	data	series	has	no	
unit	root	means	that	the	time	series	data	is	non	stationary.	
Further	 there	 is	 no	 special	 pattern	exists	 in	 the	 sample	
ACF	graph	means	that	we	can	conclude	the	absences	of	
seasonality	in	the	gold	price.		
To	confirm	the	stationarity	of	the	first	difference	series	
we	carried	on	 the	 ;	Unit	Root	 test,	Augmented	Dickey	
Fuller	 and	 Pillips-Perron	 tests	 have	 been	 carried	 out	
and	the	results	of	5%	of	significant	level	are	shown	the	
in	the	Table	3.2.	
	
	
	
	



Table	3.2:	ADF	test	and	PP	test	values	for	the	first	difference	
series.	
First	 difference	
Series	

ADF	t-	statistic	 PP		Adj.	t-statistic	

Probability	
Value	

-8.36265	
0.0000	

-8.288831	
0.0000	

	
	Depending	on	the	two	tests	results	ADF	and	PP	test	we	
can	 conclude	 the	 data	 series	 is	 stationary	 at	 the	 1st	
difference	 as	 the	 p-value	 of	 1st	 is	 difference	 series	 is	
0:0000	 less	 than	 the	 significant	 level	 0.05;	 the	 null	
hypothesis	 𝐻" 	is	 rejected	 and	 accept	 the	
alternative𝐻$hypothesis.	
3.2.2Model	Identification	and	Coefficient	Estimations.	
To	 find	 the	 significant	 AR	 and	 MA	 terms	 for	 the	
suggested	model	E-views	7	software	has	been	used.		The	
Table	 3.3	 showed	 the	 significance	 of	 coefficients	 ar(3)	
and	ma(3)	 	of	ARIMA	model	 .	 Probability	 values	of	 two	
coefficients	 less	 than	 the	 5%	 indicates	 both	 values	 are	
significant. 
Table	 3.3	 	 Parameter	 Estimates	 of	 ARIMA	 model	 1	 (Eviews	
output)	
Dependant	variable		d(gold	price)	
Variable		coefficient			Std	error			P	value	
AR(3)									0.9271								0.01610						0.0000	
MA(3)							-0.9370							0.0651								0.0000			
	
R-squared	0.0210														Mean	dependant	var	195.186	
S.E	of	regression	1507.66			S.D	dependant	var			1516.34	
Akaike	criterion		17.49										Schwarz		cretrion		17.54	
Durbin	Wason	stat		1.635												
Due	 to	 the	 large	 value	 of	 standard	 error	 of	 the	 fitted	
model	 	 it	 is	 1507.66,	 we	 will	 not	 recommended	 as	
adequate	 model	 because	 most	 of	 the	 estimates	 will	 be	
mislead.	Therefore	 log	transformation	 is	used	to	stabilize	
the	 variance.	The box cox transformation has been carried 
out to identify which transformation should  be taken into 
account. Figure 3.3 shows estimated l value is 0 indicates 
log transformation is appropriate for god price to stabilize 
the variance. 

 
Fig: 3.3: Box Cox transformation plot 
	
Table	 3.4	 shows	 ARIMA	 model	 2	 for	 log	 transformed	
data	series.		
	
Table	 3.4	 	 Parameter	 Estimates	 of	 ARIMA	 model	 2	 (Eviews	
output)	
Dependant	variable		d(log(gold	price))	

Variable		coefficient			Std	error			P	value	
AR(3)			0.9086					0.04634				19.6058			0.0000	
MA(3)	-0.94437		0.04475			-21.1033			0.0000	
 
R-squared     0.0435             Mean dependant var 0.00695 
S.E of regression  0.034188   S.D dependant var 0.040180 
Akaike criterion  -3.6066     Schwarz  cretrion  -3.5557 
Durbin Wason stat  1.67 
 
Residual	Analysis	of	model	2	
After finding the significant coefficients residual 
analysis has been carried out to check the adequacy of 
the model. The residual sample autocorrelation and 
partial auto correlation function in Figure 3.4 do not 
presence any structure and all the values lie between 
95% of confidence interval. And their probability values 
are greater than 5% of significance level means that 
residuals have nonstationary structure. Thus we can 
accept the H0 means that there is no correlation among 
residuals. 
 

 
     Fig;	3.4	Sample	ACF	and	PACF	values	of	residuals	of	Model2	
	
In	order	to	check	normality	of	residuals,	Kurtosis,	
skewness	and	Jarque-Bera	statistic	are	used.	As	shown	in	
the	Figure	3.5		it	is	clear	that			Skewness	is	0.01,	Kurtosis	is	
3.39	and		Jarque-Bera	statistic	is		0.683	with	P	value	0.71	
(>	0.05)	

	



								Fig:	3.5	Histogram	of	residuals	of	model	2	
	
The Lagrange Multiplier(LM) test has provided a standard 
means of testing parametric restrictions for a variety of 
models. Serial Correlation occurs in time-series studies 
when the errors associated with a given time period. 
Figure 3.5 Shows the non Serial Correlation of residuals 
of  model 2  with  LM test results of probability values 
for each term.  All probability values are greater than 5% 
of significant level showed rejecting the alternative 
hypothesis	𝐻$. 
 

	
	
Fig:	3.6	Breusch-Godfrey	Serial	Correlation	LM	Test	for	
residuals	of	model	2	
	
The presence of heteroscedasticity can validate by 
statistical tests.  Here use Whit's general heteroscedasticity 
test (The White Test). The probability values are greater 
than the 5% of significance level which means that the null 
hypothesis H0 can be accepted. In other words no 
heteroscedasticity appears among residuals that are they 
have non constant variance. 

	
Fig:	3.7	Shows	the	Heteroscedasticity	of	residuals	of		model	2	

of	gold	price. 
The	 careful	 investigation	 from	 the	 various	 Tests	 as	
mentioned	above	and	Histogram	of		standard	residuals	
in	 the	 fitted	model	 2	 (above	 in	 Figure	 3.5)	 infers	 that	
standard	 errors	 are	 roughly	 constant	 in	 its	mean	 and	
variance	 is	 constant.	 To	 investigate	 further	 whether	
there	are	any	correlations	between	successive	
forecast	errors,	we	will	plot	the	correlogram	(ACF)	and	
partial	 correlogram	 (PACF)	 of	 	 the	 forecast	 errors.	
Following	Figure	3.4		represents	ACF	and	PACF	of	the	
forecast	 errors.	 It	 is	 clearly	 evident	 from	 the	ACF	plot	
above	 that	 none	 of	 the	 autocorrelation	 coefficients	
between	 lag	 1	 and	 20	 are	 breaching	 the	 significant	
limits	 i.e.	 all	 the	 ACF	 values	 are	 well	 within	 the	
significant	bounds.	
Fitted	model	equation	

1 − 𝐵 1−∝ 𝐵) 𝑙𝑛𝑋- = (1 − 𝛽𝐵))𝑒-	
𝑙𝑛𝑋- = 𝑙𝑛𝑋-3$ + 0.91𝑙𝑛𝑋-3) − 0.91𝑙𝑛𝑋-38

= 0.94𝑒-3) + 𝑒-	
Forecasting	and	Model	Accuracy		
	
Table	4.4:	The	Forecast	gold	prices	and	Error	
Percentages	
Month	 Foreca

st	
Actual	 Error	 Error	%	

Jan2016	 39572	 40631	 1058	 0.026	

Feb2016	 39635	 44424	 4788	 0.07	

Mar	2016	 42831	 46153	 3321	 0.071	

	
Future	gold	prices	are	estimated	using	the	above	fitted	
model	 the	 calculated	Mean	Absolute	 Percentage	 Error	
(MAPE)	is	equal	to	6.37%	for	this	fitted	ARIMA		model.	
	
Discussion	
A	Unit	root	test	was	applied	to	the	monthly	gold	prices	
it	indicates	the	gold	price	series	is	non	stationary.	After	
the	test	of	stationary,	the	test	results	of	ADF	and	PP	test	
conclude	 the	 data	 series	 is	 stationary	 at	 the	 1st	
difference.	
E-views	software	is	used	for	fitting	the	coefficient	of	the	
model	and	after	residual	analysis	the	model	selected	is	
ARIMA	with	 terms	 AR(3)	 and	MA(3).	 	 Mean	 Absolute	
Percentage	 Error(MAPE)	 is	 used	 to	 measure	
forecasting	accuracy.		
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