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Abstract— Most of the people use electronic data stored 
systems which are powered by new technology and share 
data across the other users. Therefore the data become 
unstructured and larger in size. This paper reviews on big 
data and Hadoop by considering security, data analysis, 
data storage methods and speed. Then figure what are the 
problems in big data and how these problems overcome 
using Hadoop with its architecture.  Critically review the 
limitations of the Hadoop and find the solutions using 
various technologies such as multi-agent concept and 
machine learning concept. Big Data is mean that about a 
terabyte or the Zettabyte size of the file. Big data define by 
using four parameters, such as the scale of the data as 
volume, a different form of data as variance, analysis of 
streaming data as velocity and uncertainty of data as 
veracity. The people use Relational database management 
schemas (RDBMS) to store big data and faced a lot with 
difficulties such as very costly, only have fixed schema, 
difficult to save huge files, difficult to access files and take a 
lot of time to perform analytics. Hadoop is a framework 
which helps people to save that kind of data and do an 
analysis of that data. Hadoop using a distributed file system 
to save the big size of data and implementation of google 
map reduces algorithm for analysis big data on Hadoop. 
Relational databases deal with structured data, but the 
Hadoop deal with unstructured data. Hadoop is an open 
source data management system with no cost associated 
with it. This can design from the single server computer and 
can scale up to millions of computer servers using 
parallelism with a high degree of fault tolerance. 
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I. INTRODUCTION 

In our day-to-day life most of the people use databases in 
their daily activities, nevertheless people are not aware on 
it. In terms of the database means a group of data or 
collection of data which has meaningfulness that stored in 
a computer related system or physical phenomena. Early 
day’s people use log books to keep and store data. Papers, 
log books, files are a database for them.  It is very difficult 
to manage. Then File-based systems come into the world. 
This file-based system has lots of disadvantages. 
Uncontrolled redundancy, data inconsistency, inflexibility, 
limited data sharing and poor enforcement of standards 
are some disadvantages of the file-based system. So people 

try to find an easier way to store and retrieve data. In this 
part discuss the computer related databases. People design 
a software related system to create or manage the 
databases is defined as a Database Management System 
(DBMS). The main functions of a DBMS is to provide 
efficient methods of data retrieval, reliable methods of 
data retrieval, make new databases, or add, delete or 
modify data and etc. MySQL, Oracle, Microsoft Access, MS-
SQL Server are some of the examples for the DBMS. Data 
independence and efficient access, reduced application 
development time, data integrity and security, concurrent 
access, recovery from crashes and etc. are some 
advantages of the databases.  
There are several components in DBMS. Such as physical 
database, file manager, database manager, query 
processor, DDL (Data Definition Language) and the data 
dictionary (Thompson et al., 2013). There are several types 
of DBMS build according to the three-schema architecture. 
Internal schema on the internal level to describe physical 
storage structures and access paths. Typically uses a 
physical data model. Conceptual schema at the conceptual 
level to describe the structure and constraints of the whole 
database for a community of users. External schemas at the 
external level to describe the various user views.  
Hierarchical DBMS, relational DBMS, network DBMS, and 
the object-oriented DBMS are the types of DBMS. In the 
world, most of the people use relational database 
management systems (RDBMS) (Robbins, 1995).  RDBMS 
means a database that treats all of its data as a collection 
of relations. Attributes, entities and the relations are the 
key parts on RDBMS. Modeling ER-Diagrams and 
normalization technique used to develop databases. 
Structured Query Language (SQL) is a database language 
allow the user to create the database, relation structures 
perform data management tasks and perform queries. 
To store different kind of media sources, such as photos, 
audio data, video data, graphs people use Object-oriented 
DBMS. This kind of DBMS are needed more cost to develop. 
This is the main disadvantage of Object-oriented DBMS. In 
databases data stored as a recodes and each record are 
connected to the other records. These are called 
hierarchical database.  Network DBMS is making a 
relationship between the data in the databases via the 
network. Network DBMS contain the distributed databases. 
Most of the banking system uses this kind of databases. 
There are two types of distributed databases. They are 
homogeneous distributed databases and the 
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heterogeneous distributed databases. Data spread over 
multiple machines and network interconnects these 
machines so users shared data over multiple machines.  
When designing the database system DBA should satisfy 
the ACID (Atomicity, Consistency, Isolation and Durability) 
properties (Korth and Sudarshan, 2001). Loss of 
confidentiality of data, loss of integrity on data, loss of 
availability in stored data and the privacy issues of the 
users are the problem faced by the DBA when maintaining 
a database system. Another most important factor is the 
security of the database. Modern database tool provides 
the security facilities for the user.  Some of them are 
backup and the recovery, data encryption, RAID technology, 
authorization, access controls, views and integrity. Using 
sessions, proxy servers, firewalls, digital certificate and VPN 
can provide security for web based databases. 
The rest of the paper is organized as follows. Section 2 
describes big data, some related works on big data, 
problems of big data processing and solution for that. 
Section 3 how Hadoop works according to its architecture, 
limitations of Hadoop and how to overcome the limitations. 
After that last section summarize the review work. 

II. BIG DATA 

Nowadays, nearly 3 billion people are connected to the 
internet and the amount of time they spend online about 
35 billion hours a month in 2015 (“Why NoSQL?,”) . And 
also Google, Amazon, Facebook, twitter and etc. like 
website sends millions of unstructured data to others at a 
time. These millions of people do transactions at the same 
time on the database. So that RDMS cannot handle such 
kind of data transaction because RDMS are structured 
databases. Such variety of information is called big data 
that depend on volume (size), variability (complexity), and 
velocity (rate of growth) of data set (Bhosale and Gadekar, 
2014). Figure 1 shows the overview of big data.  

 

 Size of data: Volume (size) discusses to amount of 
data. A mass of information stored in enterprise 

databases has got from modest size to petabytes in 
size.  

 Complexity of data: Various types of data and 
sources of data stored in the databases. Enterprise 
databases store structured, semi- structured and 
unstructured data. (Like video, pictures, accounts, 
files and etc.).  

 Velocity of data: Speed of the data analyzing and 
processing refers to the data processing. 

A. Problem With Big Data Processing  

In the world, most of the people are using a computer and 
people store and manage their data on it. When size of 
data and data become unstructured people cannot handle 
it correctly and also they cannot analyze data efficiently. 
For that computer engineers develop a powerful process to 
analyze such kind of data. But rapidly increasing volumes of 
data has been a challenge for them. Nowadays, data 
volumes are increasing rapidly than process developments 
(Rathi and Lohiya, 2014). So that person faces a lot of 
problems to handle data. If people handle data, then it 
takes a lot of time. Then people try to use multiple 
computers and make distributed environment to overcome 
this problem. In this approach the probability of failures 
rises is high. Always failures are an expected and they are 
common to that approach. People use natural languages to 
store data. So computers cannot identify these kind of data 
and that data is called unstructured data or incomplete 
data. The privacy is the biggest problem faced when 
handling big data. Managing privacy is effectively both a 
technical and a sociologically. The privacy level differs from 
user to user and date set to data set. It’s really complex 
when petabyte of size data have on it. 

B. Solution For Big Data Processing 

The solution for the big data processing is Hadoop. Apache 
Hadoop is an open source development framework. 
Hadoop is a comprehensive distributed batch processing 
infrastructure designed to efficiently distribute large 
amounts of jobs across a set of machines and developed by 
using Java language. Hadoop has two main components 
namely, google map reduce algorithm and Hadoop 
distributed file system.  Other components such as Apache 
Hive, Base, Redis, Cassandra, Zookeeper and etc (Shilpa and 
Kaur). 

C. Some Related Works 

Big data analytic has generated a large volume of research 
publication within the last decade. According to research 
by Gupta and Dixti this field still suffers from many 
problems (Gupta and Dixit, 2015). Among other problems, 
Gupta and Dixti have specifically identified several 
problems including storing, analyzing, sharing, capturing, 
transferring, visualizing and searching on big data.  Privacy 
violations is the big problem in data handling. With using 

Figure 1 Big Data Overview  
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HDFS and Map Reduce algorithm researchers use Hadoop 
technology to overcome above problems. HDFS stores large 
volume of data and Map Reduce processes the data in a 
parallel manner. Finally discuss the advantages and 
disadvantages of Hadoop with its components which are 
HBase, Hive, Pig, Sqoop, Zookeeper, Avro, Oozie and etc. 
In their research Dhomse, and others show that the 
Facebook and twitter like social web applications randomly 
generate Zettabytes of data in a day (Dhomse et al., 2015). 
Hadoop framework is used to handle such kind of huge 
amount of unstructured data. There are several modules 
based on the Apache Hadoop framework. They are Hadoop 
Common, Hadoop Distributed File System, Hadoop YARN 
and Hadoop Map Reduce. Hive is a data warehousing 
infrastructure which is used on top of the Hadoop for query 
optimization and analysis. The massive amount of data 
cannot be processed efficiently with the help of RDMS so 
people move to the techniques like Hadoop.  
Nicolas and Carrera did a Systematic Study of Hadoop 
Deployment Variables and their called ALOJO (Poggi et al., 
2014). This study presents about the mechanisms for an 
automated characterization of Hadoop deployments with 
low cost. IaaS and PaaS are included for the infrastructures 
deployed in both on cloud servers and premise physical. 
The performance of Hadoop depends on various hardware 
and software configuration. The best configuration Hadoop 
is the number of mappers to run parallel according to the 
available CPU cores and job types. ALOJA at present shows 
value to the Hadoop community by producing more 
knowledge and understanding of the underlying Hadoop 
runtime while it is executing. 
 
1) Hadoop Distributed File System (HDFS) 
A research is done by Karun and Chitharanjan, mainly 
discuss the Hadoop Distributed File System (HDFS) and how 
it's implemented (Karun and K, 2013). It is an open-source 
implementation of the Google File System and also it 
provides high throughput and full fault tolerance. 
Researcher figures out the advantages and disadvantages 
of Hadoop DB, Hadoop++, Co-Hadoop, Hail, Elastic replica 
management for HDFS, Trojan HDFS, Cheetah, RCFile, 
adaptive data replication mechanism (DARE) and 
Clydesdale (Mouliswaran and Sathyan).  Several factors like 
fault tolerance, scalability, data locality, load balancing, 
performance, load time interface change to Map/Reduce, 
changes to Hadoop framework, indexing/layout and data 
compression are compared with above Hadoop 
infrastructure extensions (Shah et al., 2014).  Hadoop 
increases the performances because of the layouts of the 
framework, strategic data partitioning/processing, 
replication and placement of data blocks. 
Borkar and  Surtakar did a critical review about Hadoop 
Distributed File System (Borkar and Surtakar, 2014).  HDFS 
is one of the major components of Hadoop use to store 
bulk amount of data. Also, it provides the reliable and 

availability of data on the client side.  Researchers discuss 
how the replicas are managed in HDFS for providing high 
availability and high computational of data. In Hadoop 
architecture sometimes HDFS is not utilized because due to 
scheduling delays. Hadoop develops using Java so that 
performance enhancing features in the native file system 
are not available. To overcome this limitation Hadoop 
bypass the cache and transfer data directly into the buffers. 
Hadoop is a power frame for large companies and it’s 
dedicated to scalable, distributed, data –intensive and 
computing. 
 
2) Hadoop Map Reduce 
Kalra and lamba did a  review about DDOS attack and 
defense methods for Hadoop, Hadoop cluster architecture, 
Hadoop distributed file system and job aware scheduling 
algorithms for map reduce framework (Kalra and lamba, 
2014). Job Tracker, Task Tracker, Name Node and Data 
Node may include in the master node on the small Hadoop 
cluster.  In large Hadoop cluster, this architecture is 
different.  The difference is the cluster use servers for each 
node. The Job Tracker server can manage job scheduling 
like vice all nodes have a server and do special tasks. Map 
Reduce is designed for fast loading. Reviews compare the 
RDBMS and Hadoop approaches. There are four main ways 
to protect against DDoS attacks. They are attacking 
reaction, attack source identification, attack detection and 
attack prevention.  
 
3) Security  
Gupta and Jyoti did a research related to the Hadoop and  
attacks on enterprise data (Gupta and Jyoti, 2014).  In that 
research discussed the big data analyzing technique of 
Hadoop and security of data for enterprises.  The 
procedure of analyzing and mining large data is called big 
data analytics. The analysis is the process of analyzing huge 
data to discover hidden patterns, unknown relationships 
and uses extracted to make better decisions in the data set. 
Analysis of data become very difficult because of 
sophisticated targeted threats and fast development in 
data. Hadoop restrictions the volume of communication 
done by the individual processes. Records are processed in 
separately by isolated tasks on using map reduce algorithm.  
In big data security analytics reviews talk about problems 
with threat detection, Moore’s law, open source and tons 
of activity on the supply side. Data security in the 
enterprises is an inspiring task to implement and calls for 
robust support in terms of security policy formulation and 
mechanisms. 
 
4) Hadoop with Agent-based technology  
The Sindhuja and others present about analyzed and 
compared service composition methodology using Hadoop 
framework and agents(Sindhuja et al., 2015). Researchers 
create two agents. Ones are consumer agent. This agent 
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process the user requirements. Another agent is service 
provider agent that clusters the output from consumer 
agent. Lastly, each user of the system is mapped to each 
producer. This system totally on the cloud and developed 
using JADE framework.  Operations on the system are very 
fast, errors of agents do not affect the whole system, the 
system is reliable, and the greater response speed is some 
advantages of agent-based systems. Agents have set of 
features like autonomy, pro-activity, communication, 
cooperation, learning and negotiation. Agents are better 
than the Hadoop because of the less execution time for 
processing user request in agents. 
Twardowski and Ry˙zko developed a Multi-agent 
architecture for real-time Big Data processing (Twardowski 
and Ryzko, 2014). In this paper discuss the big data 
processing using multi-agents’ architecture. Consistency, 
availability and the partition tolerance properties are used 
to real-time processing big data systems instead of ACID 
properties. Very large sets of online and offline data 
independently handling on the real-time done by Lambda 
Architecture. This architecture consists of 3 layers. The 
batch layer can implement using Hadoop with map reduce 
algorithm. The batch layer is generally developed using 
Hadoop ecosystem. Serving layer used to compute the 
batch layer and facilitated by extra indexing of the data in 
order to speed up the reads of the system. Another layer is 
speed layer is used to compute in real-time the data. This 
research shows that self-governing agents can increase the 
architecture and offer capabilities for robust processing of 
data in real-time. 
Essa, Attiya and Ayman introduced a new framework using 
a mobile agent for improving big data analysis (Essa et al., 
2013). A new framework MRAM is developed using map 
reduce, a mobile agent and JADE and researcher are 
discussed about that in this paper. When increasing data 
productivity, people want to analyze these kind of data. 
Proposed framework is used to improve analysis technique 
of big data and to overcome the limitation of the Hadoop. 

III. HADOOP 

 

 
Hadoop proceeds a very different approach than the 
enterprise approach. It breaks up data into small pieces. 
That’s why it’s able to deal with big data. Breaking data into 
smaller pieces is a good method, but then how are going to 
perform the computation. For that its break the 
computation into small pieces and it sends each pieces 
computation each piece of data. So data break in down into 
equal pieces so each computation finishes with an equal 
amount of time. Ones all computations are finished, then 
the results are combined together and send back to the 
connected application. 
At a very high-level Hadoop has a simple architecture to 
break data and computations (Sheshasayee and Lankshmi, 
2014). Hadoop use map reduce algorithm and special kind 
of file system call Hadoop distributed file system (HDFS). 
Hadoop is a set of tools. These tools handle and manage by 
apache and objective of this tool is to provide an assistance 
in a task that is related to Hadoop. One importance 
characteristics of Hadoop are that its work on a distributed 
model. Hadoop hasn't used very powerful full computers 
and it uses low-cost computers called as commodity 
hardware. Hadoop is Linux-based set of tools. All low-cost 
computers have Task tracker and Data node. The job of 
task tracker is to process the smaller piece of the task that 
has been given to a particular node. The job of data nodes 
to manage the piece of data that has been given to a 
particular node. Figure 3 shows the Hadoop master-slave 
architecture.  

 

These task trackers and data node computers are called 
slaves, according to the architecture. The difference 
between master and slaves is the master has task tracker, 
data node, job tracker and name node. Job tracker and 
Task tracker are a part of Map-reduce and Data Node and 
Name Node is a part of HDFS (Kumar and Rathore, 2014). 
The applications that are running on Hadoop interact the 
master node. The special attribute of Hadoop is using batch 
processing set of tools. Thus applications would assign or 
provide a task for Hadoop to perform and its process 
according to the queue (Kulkarni and Khandewal, 2014) . 

Figure 2. Hadoop Architecture  

Figure 3. Hadoop Master-Slave Architecture 
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Job tracker is a module running on the master node and 
decomposes a bigger task into smaller pieces and to send 
each small piece of computation to task tracker. Then the 
task tracker executes these pieces and results sent to the 
job tracker.  After that job tracker combines all the result 
and sent it to the task tracker. Name Node is in authority 
for keeping all indexes which data is residing on which data 
node. When an application context name node and it tells 
the application to go to a particular computer to get data 
(Katal et al., 2013). So application gets data directly from 
data node. When the hardware failures happen uncertainty, 
but is not matter for Hadoop because it has a built-in fault 
tolerant. Fault tolerance is achieved by redundancy. 
Hadoop maintains three copies of each file in different 
computers. One of a very important characteristic of 
Hadoop is that it is highly saleable and consist of one 
computer to thousands of computers. According to 
business needs developers can add computers so it is cost 
saving methods to a business. 

A. Tools of Hadoop 

 

 

Hadoop consists of a set of tools which is managing by 
apache and fall under the umbrella of Hadoop. These tools 
provide core functionality at multiple levels. Namely Hive, 
HBase, Mahout, Pig, Oozie, Flume and Scoop. Figure 4 show 
that how tools interact with the Hadoop architecture.  

Flume- A distributed service for gathering data, aggregating, 
and moving large volumes of log data. Flume has a simple 
and flexible architecture based on streaming data flow so 
that it is robust and fault tolerance. This tool allows for 
online analytic because of it use a simple extensible data 
model (Rathee, 2013).  

Hive - A data warehousing infrastructure built on top of 
Hadoop for providing data summarization, query, and 
analysis (Taylor, 2010).  

HBase – This is an open source, non-relational distributed 
database written on Java and runs top of the Hadoop (Patil 
and Phursule).  

 

Mahout – Apache mahout is distributed and scales up with 
machine learning algorithms on the Hadoop platform.  Its 
work in some progressive manner and provide 
recommendations to users’ taste based on the data which 
is provided by the user previously (Barrachina and 
O’Driscoll, 2014).  

Oozie – This is a Java-based application that runs in a Java 
servlet container. Oozie is responsible for scheduling 
workflow in the system to manage Hadoop jobs 
(Mohammad Islam, 2012).  

Pig – Actual competition is done by Map reduce component 
but in order to make the programming easy so higher-level 
language was created called Pig. This is similar to SQL in 
RDMS system. If you want to retrieve data from the certain 
table you don't have to write a detail level program you 
simply write an SQL command select column from the table 
and provide a condition. Then this high-level commands 
translated into a detail level instructions (Loebman et al., 
2009). 

Scoop - A tool which is used to commute bulk data 
competently, between Apache Hadoop and structured 
datastores such as relational databases (Aravinth et al., 
2015).   

B. Limitations of Hadoop 

This review paper presents a solution for big data 
processing using Hadoop. As well discuss the Hadoop 
architecture and how it works. Also, the Network File 
System (NFS) is one of the oldest and most commonly used 
distributed file system (Yu et al., 2014). It is designed to 
serve general purpose applications, however in the case of 
Hadoop only a specific kind of applications can make use of 
this technology. Hadoop gives solution for distributed file 
system problems (Shvachko et al., 2010).  Also, Hadoop has 
some limitations such as random reads, updates, loss of 
performance, security concerns, not suitable for all kinds of 
applications, some vulnerabilities, stability issues and etc. 
(Gupta and Haryana, 2015). Hadoop is designed for the 
applications that require a sequential reach. The 
application has N number of parts and would like to read all 
the parts one by one. In random seek when you want to go 
to the specific location or part it’s much compromised. 
Hadoop is designed for non-real-time batch processing of 
data.  Hadoop is designed for streaming reads, but the 
caching of data is not provided (“5 Big Disadvantages of 
Hadoop for Big Data,” n.d.). The reason caching is not 
available because you get faster access to the data directly 
by doing the sequential read fast to get access to the data 
to caching so caching is not available in Hadoop. But some 

Figure 4. Hadoop Tool Structure  
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application using caching a get random data faster than 
Hadoop.  The second characteristic in the application is 
written and read the data. But read data will not be 
updated.  When the file is closed, it is not possible to 
update it but can read it. So update data are very hard 
(Karwande et al., 2015). System performance is lost in 
proportion to the number of nodes failed. Hadoop security 
model is disabled due to the sheer complexity and it is also 
missing encryption at the storage and network levels. So 
that data could in risk. Hadoop is Linux based and written in 
Java. Java and Linux have been heavily exploited by cyber 
criminals. So Hadoop became vulnerable by its nature. 
Hadoop developed on an open source platform. Because of 
open source Hadoop is devolved by the contributions of 
the many developers. While developments are 
continuously made, like all open source software, Hadoop 
has had stability issues. 

C. Overcome Limitations Using Other Technologies  

Multi-agent technology is the most popular research field 
of the world.  To get a solution for the real-world problem, 
a large number of agents involved and these agents deal 
with decision making and communications (El Fazziki et al., 
n.d.). If millions of agents worked then the running time for 
each cycle can be several seconds. It's very speed and 
accurate. Agents typically include a set of features. They 
are autonomy, Pro-activity, Re-activity, negotiation and the 
learning.  Some machine fails during the run time, then the 
whole process wants to restart. If we can dynamically 
rebalance the workload on remaining a number of 
computers and maintain the system integrity and 
consistency without performance degrading, so the system 
can continue the process from the point of failure. One of 
the problems in Hadoop is loss performance during failure, 
but the system can work with the failure so partially fault 
tolerance (Sethia and Karlapalem, 2011).  Hadoop requires 
a full fault tolerance and full failure- resilient framework 
which is can easily extensible to execute on a large number 
of processors and agents. For that only needs to develop a 
layer using agent-based simulation on top of the Hadoop.  
After implementing agents to of the Hadoop process never 
stop and not degrade performance when failure 
occurrence. It automatically balances the workload by 
communication with agents. This new framework can 
develop using based on the Java Agent Development 
Framework (JADE). It supports generic services such as 
communication with agents, resource discovery, content 
delivery and data encoding. Hadoop develops using Java 
and JADE framework also develop in Java so these two 
frameworks can easily connect without any interference. 
JADE provide data encoding so its solve some of the 
security issues on Hadoop.  

Machine Learning (ML) is a part of an intelligent system 
that delivers computers with the ability to learn without 

being pre-programming. The developers use ML for their 
computer programs because of after applying ML can teach 
themselves to grow and change according to the new data. 
The difference between data mining and the ML is the 
programs developed using ML can detect patterns in data 
and adjust program behaviour according to the data. The 
purpose of integrating ML algorithms with Hadoop is to 
improve the timing efficiency of Hadoop system (Asha et al., 
2013). Hadoop consists with map reduce and HDFS (Hans et 
al., n.d.). ML algorithms combine to map reduce paradigms. 
Hadoop using K-Nearest Neighbours algorithm which is a 
non-parametric method used in ML for classification data. 
KNN classifier is an instance-based learning algorithm. It 
based on Euclidean distance and Manhattan distance by 
observations. In the KNN classification workflow, K adjacent 
neighbours of a test sample are retrieved first. After that, 
the correspondences among the test sample and the k 
adjacent neighbours are aggregated according to the class 
of the neighbours. Then the test sample is assigned to the 
most similar class.  The K is depending on data. The  KNN 
algorithm takes data from Hadoop distributed file system 
and KNN classifies into several tasks (Anchalia and Roy, 
n.d.). The task one is separate the lost values in the data set 
and the task two produces a separate sequence file for 
each of the missing rows. Task three is updating the lost 
value by calculating the distance. The final task is 
integrating the lost and non-missing rows and produces the 
output with no absent values. 

IV. CONCLUSION   

This paper reviews on big data and Hadoop by considering 
security, data analysis, data storage methods and speed. 
Starting with RDBMS and describe the big data concepts. 
Furthermore, this theme concentrates on troubles of big 
data processing and solution for that. Open source Hadoop 
is a solution for big data processing problems. Later on that, 
paper talking about the how Hadoop works, architecture, 
how big data tools id useful for different aspects and its 
restrictions. Finally, found how to overcome Hadoop 
limitations using new technology such as multi-agents 
technology and machine learning.  
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